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Writing in the Air: Unconstrained Text Recognition
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Abstract—In this article, we introduce a new benchmark dataset
for the challenging writing in the air (WiTA) task—an elaborate
task bridging vision and natural language processing (NLP). WiTA
implements an intuitive and natural writing method with finger
movement for human–computer interaction (HCI). Our WiTA
dataset will facilitate the development of data-driven WiTA sys-
tems, which, thus, far have displayed unsatisfactory performance—
due to lack of dataset as well as traditional statistical models
they have adopted. Our dataset consists of five subdatasets in two
languages (Korean and English) and amounts to 209 926 video
instances from 122 participants. We capture finger movement for
WiTA with red-green-blue (RGB) cameras to ensure wide accessi-
bility and cost-efficiency. Next, we propose spatio-temporal resid-
ual network architectures inspired by 3-D ResNet. These models
perform unconstrained text recognition from finger movement,
guarantee a real-time operation [>100 frames per second (FPS)],
and will serve as an evaluation standard.

Impact Statement—Writing in The Air (WiTA) is a technology
that enables a new form of HCI. As more advanced technologies
integrate into human’s daily lives through various ways, the need
for new types of text entry systems suitable for those technologies
has grown. Most text entry methods presented today, however, are
not entirely inclusive for all types of users and entail their own short-
comings, which we explain further in our discussion section. WiTA
recognition system which we introduce in this article overcomes
previous limitations and allows fully unconstrained HCI. With an
overall character error rate of 29.24% in English and the ability to
process 697 FPS, our network can serve as a good starting point to
further research on WiTA. WiTA provides contact-free means for
humans to communicate with computers and has a great potential
to be utilized in many applications, such as augmented reality (AR)
and virtual reality.
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I. INTRODUCTION

A S NEW types of technologies integrate into people’s daily
lives, the need for text-entry systems that suit modern

mobile devices has emerged [1]. Among various advanced
text-entry methods, writing in the air (WiTA), in which people
write letters with finger movement in free space, has drawn
much attention [2]. Ideal WiTA systems enable people to write
text without focusing on the keyboard layout on a tiny screen
and implement a natural and intuitive text-entry system while
securing privacy. Applications that would benefit from WiTA by
immensely improving user experience include remote signatures
and intelligent system controls.

Developing feasible WiTA systems is challenging due to
the interdependence among the involved gestures and lack of
concrete anchors or reference positions [3]. Furthermore, un-
derstanding the correlation between various writing patterns
and the corresponding characters is complicated—leading to an
elaborative task bridging vision and natural language processing
(NLP) in the long run. As a result, contemporary WiTA systems
hardly achieve a satisfactory performance, which prevents their
deployment into real-world applications. Conventional WiTA
systems, in general, rely on traditional statistical models with
hand-crafted features, which restricts their performance [4],
[5]. Although researchers have attempted to apply data-driven
approaches for designing WiTA systems, the current datasets
available possess multiple limitations. For instance, the work
in [2], [3], and [6] used expensive motion sensors to capture
users’ writing pattern, the work in [3] and [7] forced users
to follow predefined unistroke writing patterns, and the work
in [8] and [7] only collected videos capturing a single English
lower-case letter, which are not comprehensive enough for WiTA
systems. Moreover, Huang et al. [9] adopted an egocentric view
that demands users to wear a motion capturing device.

To overcome the limitations mentioned above, we collect
a benchmark dataset in this work; Fig. 1 shows an example
data instance.1 Among multiple modalities for capturing finger

1Fig. 2 displays the annotated result of Fig. 1. The tracking of the fingertip
reveals the text written in the air—though the tracking is hardly possible for
laypersons when viewed in real-time, ensuring a private HCI tool.
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Fig. 1. Example instance of the dataset collected in this work. The person is
writing “re” from the word “recognized.” WiTA offers a private communication
tool for HCI.

movement in the air, we choose red-green-blue (RGB) cam-
eras as the sensing device due to their superior accessibility,
monetary-wise low cost, and generality compared to other sens-
ing modalities, such as depth or gyro sensors. In addition, we
adopt a third-person view rather than an egocentric view to
improve user experience by removing the possibility of attaching
additional devices on users [10]. We also allow users to follow
their natural handwriting patterns to maximize usability. Finally,
we collect five subdatasets—to ensure universality and actualize
unconstrained text recognition from finger movement—in two
languages: Korean lexical, English lexical, Korean nonlexical,
English nonlexical, and the mixture of the two languages in a
nonlexical format. As far as we are aware, our dataset is the
most comprehensive benchmark dataset for the WiTA task, and
we expect our dataset would facilitate the research on WiTA.

Next, we propose baseline models for the WiTA task, which
will serve as an evaluation standard for forthcoming WiTA
systems. The baseline models receive a sequence of image
frames and transform the input into a sequence of characters
written in the air. The proposed baseline models perform the
decoding process in an end-to-end manner—performing uncon-
strained text recognition from finger movement. For developing
the baseline models, we propose spatio-temporal (ST) residual
network architectures inspired by 3-D ResNet [11]. The pro-
posed ST residual networks effectively deal with both spatial and
temporal contexts within the WiTA input signals. Furthermore,
we conduct a thorough ablation study to examine the effect of
each design choice and offer insights for the development of
more advanced WiTA systems.

Specifically, the main contributions of our work are as follows.
1) Benchmark dataset: We explicitly define the task of WiTA

and collect five types of the dataset in two languages
(Korean and English) for the development and evaluation
of WiTA systems.

2) Baseline models: We propose ST residual network ar-
chitectures that translate an input video sequence into
a sequence of characters written in the air as baseline
models.

3) Ablation study: We conduct a comprehensive ablation
study by varying the training conditions in multiple ways
and analyze the effect of each design choice in a thorough
manner.

4) Open source: We contribute to the corresponding research
society by making the source code of the data collection
tool, the WiTA dataset, the proposed WiTA baseline net-
works, and the pretrained network parameters public.

The rest of this article is structured as follows. Section II
reviews previous research outcomes related to WiTA. Section III
illustrates the data collection process and the data statistics.
Section IV describes the proposed WiTA baseline architectures.
Section V delineates the evaluation setting and examines the
evaluation results with corresponding analysis. Section VI dis-
cusses future research directions for further improvement of
WiTA. Finally, Section VII concludes this article.

II. RELATED WORKS

A. Writing Recognition Systems

1) Handwriting: Handwriting recognition aims to interpret
handwritten input from a specified source, such as pen strokes
or paper documents and output the best text corresponding to
the input [12]. In the general setting of handwriting recognition
systems, humans grasp input devices, and write on recording
devices [13], [14]. Examples of input and recording device pairs
include electric pens and touch screens as well as pens and paper.

Depending on system designs, temporal information is in-
corporated for online recognition [12], [15]; otherwise, the
systems become analogous to optical character recognition sys-
tems [16], [17], [18]. Temporal information provides recognition
algorithms a richer context, and recognition algorithms without
temporal context employ computer vision techniques to process
visual input. Generally, convolution neural network (CNN) is
used to extract visual features and recurrent neural network
(RNN) is used to model temporal information. Recently, there
have been attempts to make optical character recognition (OCR)
models compact. For instance, Ding et al. [19] compressed CNN
in an effort to reduce the footprint and runtime latency of the
model, and Ding et al. [20] further compressed the model using
teacher-student learning.

Another distinction classifies handwriting recognition sys-
tems into segmentation-based or segmentation-free algo-
rithms [21], [22]. The performance of segmentation affects the
performance of recognition systems, and segmentation-free sys-
tems could achieve robust performance in certain use cases [23],
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TABLE I
SUMMARY OF THE PARTICIPANT STATISTICS

[24]. Recently, Yousef and Bishop [25] expanded segmentation-
free single line recognition into multiline recognition. Lastly, the
restriction on writing styles categorizes handwriting systems
into constrained or unconstrained systems [22]. The uncon-
strained systems in general utilize the connectionist temporal
classification setting [12], [26].

Despite their effectiveness in certain use cases, e.g., document
analysis [27], handwriting recognition systems’ requirements of
expensive and volumetric input and recording devices limit their
application to mobile computing environments as text-entry.
Moreover, design choices including input sequence encoding
affect the performance of handwriting recognition systems [14],
[15], [28], which complicates the system design process.

2) Finger Writing: In finger writing recognition systems,
users write text in the air with right or left index finger. Then,
recognition systems capture and interpret the finger movement.
For capturing finger movement, recognition systems integrate
various types of sensors. One category of sensors get attached
to users’ body and gather the finger movement information.
Examples of such sensors include smartwatches [29], [30], [31]
and custom-manufactured sensors [32], [33]. This category of
sensors lessens the usability since users have to carry these
sensors for text-entry, and physical contacts could cause dis-
comfort [10].

A few research groups have attempted to improve the usability
of WiTA by excluding body-installed sensors. One of the ap-
proaches encodes each character or word into a set of actions and
formulates WiTA as action recognition [34], [35]. Accordingly,
users have to learn the new encoding systems, which in turn
degrades usability. Typing in the air is another example of
this approach [36]. Moreover, another group of researchers has
employed Kinect (depth) [2], [5], [37] or motion sensors [3],
[6], [38], [39] to avoid body-installed sensors. However, users
do not always have access to these high-cost sensors due to their
limited availability.

RGB cameras, which omit physical contacts, offer an easy-
to-deploy and low-cost way for capturing finger movement.

Contemporary approaches utilizing RGB cameras for WiTA
focus on fingertip tracking to formulate WiTA as handwriting
recognition [9], [10], [40] or treat WiTA as gesture recognition
by performing word-based recognition of written text [41], [42].
In contrast, we propose end-to-end baseline models for the WiTA
task—recognizing the text written in the air on a character level.
The end-to-end architectures for unconstrained text recognition
lead to simplification of the design process as well as enhance-
ment of the performance. In addition, the proposed baselines
improve usability since users do not need to slow down their
writing for finger detection and tracking.

B. Convolutions for ST Data

Some of the representative applications that utilize convolu-
tion over ST data are video action recognition [43], [44], [45],
video classification [46], video super-resolution [47], and flow
prediction [48]. Typically these applications utilize ST networks,
which are composed of blocks of ST convolutions. In video
action recognition, convolution deals with macroscopic seman-
tics within a sequence of images. Among various convolution
architectures [49], [50], 3-D ResNet and its variants have exhib-
ited satisfactory performance in video action recognition [11],
[51], [52]. Furthermore, researchers improved the performance
of convolution by devising various structures and architectures:
deformable kernels [53], a multiscale temporal window [54],
two-path architectures [55], and attentions [56].

Recently, researchers have applied convolution to the hand
gesture recognition task [57], [58], [59]. These works concen-
trate on recognizing a set of predefined simple hand gestures.
Contrary to these works, we aim to recognize the text written
in the air with ST convolution. Achieving this goal requires
architectures that maintain the temporal structure of input and
generate a sequence of vectors rather than a single vector for
classification as in previous works. Moreover, the WiTA task in-
volves more complex hand gestures than the simple hand gesture
recognition task. We design ST convolution architectures for the
WiTA baseline models that could retain temporal structure and
handle complex hand gestures.

III. WITA DATASET

A. Data Collection Procedure

1) Participants: Table I summarizes the statistics of the par-
ticipants. In total, we recruited 122 participants (74 male and
48 female). The participants aged from 19 to 42 (average =
24.33, std = 2.39). One of the participants is left-handed, two
participants are ambidextrous, and the rest are right-handed. All
of them use Korean as their mother tongue, and they could read
and write both Korean and English without any difficulties.

2) Environment and Apparatus: We collected our data in
nine environments to ensure the robustness to background vari-
ations (see Fig. 3): three seminar rooms, three resting areas,
one lab environment, and two outdoor areas. These open spaces
result in dynamic backgrounds. Moreover, we modified the
viewpoints (camera’s distance, angle, and position) for different
data collection processes to diversify the backgrounds in our
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Fig. 2. Annotated example instance of the dataset collected in this work. We
visualize the trajectory of the fingertip of the person in the example. The person
is writing “re” from the word “recognized.”

Fig. 3. Data collection environments. We varied the background for each data
collection process to remove the performance dependency on the background
variation.

dataset. We set up a laptop (MS Surface) equipped with an RGB
camera [29 frames per second (FPS)] on a desk or a table in each
data collection environment. We captured image sequences with
the resolution of 224×224.

3) Writing Interface: We implemented the data collection
interface using PyQT5,2 which supports cross-platform applica-
tion development. The beginning page of the interface collects
the demographics of participants. Next, the main page of the
interface displays the text to write at the top center area, and
the middle area shows the current video. The right middle area
contains a group of buttons for controlling the data collection
process: “start,” “stop,” “next,” and “redo.”

2https://riverbankcomputing.com/software/pyqt/download5

Fig. 4. Examples of text for writing.

4) Procedure: First, we informed the participants the data
collection procedure and gathered the demographics. Then, we
asked the participants to assume that a perfect AI system will
decode their WiTA and write as naturally as possible. As a warm-
up, the participants familiarized themselves with the writing
interface using the first ten phrases. Then, the participants wrote
75 phrases of lexical Korean and English texts, and 15 phrases
of nonlexical Korean, English and the Mixture texts. For every
data collection process, we varied the camera view to account
for different angles and positions. Each participant wrote and
captured 195 (=75× 2 + 15× 3) phrases and the total data
we collected includes 209 926 video instances. Moreover, each
participant spent approximately 50 min.

5) Text for Writing: To verify the generality of the proposed
WiTA task among multiple languages at least in a preliminary
manner, we collect five subdatasets in two languages. We ran-
domly sample a word at every data collection process—resulting
in very few numbers of duplicated text—and compose the text
for each dataset as follows (Fig. 4 shows example texts):

1) Korean3 lexical: We utilize the dataset4 collected by the
National Institute of Korean Language (NIKL), the most
frequent 6000 Korean words dataset.

2) Korean nonlexical: We randomly generate nonlexical
words by sampling from the most common 1989 syllables

3A Hangul (Korean syllable), which is the basic building block of Korean
words, consists of two to the following three letters: first letter, middle letter,
and optional last letter. Consonants can be placed at the first and last letter
positions, while vowels at the middle letter position. For example, the Hangul
‘ㄷㅐ’ consists of two letters (‘ㄷ’ and ‘ㅐ’) while ‘한’ of three letters (‘�,’ ‘ㅏ,’
and ‘ㄴ’).

4https://www.korean.go.kr/front/reportData/reportDataView.do?mn_id=
45&report_seq=1
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TABLE II
COMPARISON OF DATASETS

Fig. 5. Co-occurrence statistics of our WiTA dataset.

(Hangul) dataset.5 We restrict the lengths of the generated
words to range from one to three.

3) English lexical: We retrieve the top 6000 most-frequent
words from the Google 1B dataset [60].

4) English nonlexical: We randomly generated nonlexical
words by sampling from 26 alphabets. The lengths of the
nonlexical words are between 3 and 7.

5In theory, 11 172 distinct Korean syllables (Hanguls) exist, but about 2000
of them are practically used [28]. NIKL provides this dataset as well.

5) Mixture nonlexical: For testing multilingual WiTA sys-
tems, we generate nonlexical words using both Korean
and English syllables.6

B. Data Statistics and User Behavior Analysis

1) Data Statistics: Table II summarizes the statistics of the
WiTA dataset collected in this work and compares it with those of
previous studies. In respect of dimension, our dataset is the most
comprehensive. Moreover, our dataset covers both Korean and
English in addition to lexical and nonlexical phrases, while other
datasets simply provide single-letter or less-than-three-letter
videos. Since our dataset supplies videos containing seman-
tic words, they capture the complex interdependence between
gestures for different characters (C/V≥3); it would foster the
development of WiTA systems for real-world applications. Fur-
thermore, our dataset is the only dataset accessible to the public
at this time.

Fig. 5 visualizes the co-occurrence statistics.7 The lexical
data is more biased than the nonlexical data in both languages.
Especially, the nonlexical English shows a well-scattered distri-
bution. In the case of Korean, the nonlexical data is more biased
than that of English since only about 2000 pairs out of 11 172
possible Hanguls are practically used—though the nonlexical
Korean data shows more even distribution than that of the lexical
Korean data. Thus, the nonlexical data would play a vital role in
the development of unconstrained text recognition from finger
movement.

Table III summarizes video and text statistics. We utilized
the number of Hanguls to measure the number of characters for
Korean WiTA and the number of characters for English WiTA.
Since a Hangul consists of two to three letters, the number of
characters for English WiTA is approximately 2.5 times larger
than that of Korean WiTA. Furthermore, the participants spent
slightly longer time to write Korean in the air than English.
We presume that the temporal difference occurred since Korean

6We expect we could verify the performance of a unified WiTA model for
multiple languages with this dataset in the future.

7As a Hangul consists of two to three letters, we analyzed the co-occurrence
between the first and the second letters, and between the second and the third
letters. For English, we analyzed the co-occurrence between the former and the
latter letters of every pair.
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Fig. 6. The histogram of each character by dataset split. The nonlexical datasets display more even distribution than the lexical datasets in both languages.

TABLE III
SUMMARY OF VIDEO AND TEXT STATISTICS

requires an additional movement of up-and-down for a set of
second letters and last (third) letters of Hanguls.

Fig. 6 shows the histogram of characters in each dataset split.
The lexical datasets are biased toward certain characters. For ex-
ample, in the English data, the most frequent character (i.e., “e”)
appeared approximately 70 times more than the least-frequent
character (i.e., “z”). On the other hand, the English nonlexical
data shows a well-balanced data distribution within each dataset
as well as across train, validation, and test datasets. Combining
all the characters in each dataset, every character appears within
300 to 400 times, and the appearance of the most-frequent
character was approximately only 10% more than that of the
least appeared character. Likewise, the Korean nonlexical data
are more fairly distributed compared to the Korean lexical data.
In particular, the first Korean nonlexical characters are well
spread out, while the lexical bar graph shows a drastic differ-
ence between the most-frequent character and the least-frequent
character. Although following the general distribution of the
lexical data, the second and the third Korean nonlexical data
are relatively more spread out. The drastic difference in the
number of appearances of more-likely-to-appear characters and
less-likely-to-appear characters in Korean nonlexical data is
inevitable because less appearing characters are simply not used
frequently in the Korean language in general.

2) User Behavior Analysis: For the analysis of user behav-
iors in WiTA, we selected 12 participants for each language
and analyzed the data by manually labeling (hand-annotating)

TABLE IV
SUMMARY OF USER BEHAVIOR ANALYSIS

the fingertips since off-the-shelf fingertip detectors [62], [63]
failed to recognize fingertips due to fast finger movement. Fig. 7
exemplifies a set of WiTA patterns. In both languages, users
tend to squeeze characters to fit the whole word within the
screen though not consistent for all cases. Moreover, most of
the patterns are challenging and complicated since we asked
users to write given text freely and naturally.

Next, Table IV displays the quantitative analysis result. The
participants wrote the Korean text faster than the English text and
revealed a larger deviation in the case of Korean. We consider the
difference in writing speed could have resulted from the fact that
the participants were more familiar with Korean than English.
Next, the scales of the two languages show a very distinctive
difference. We utilized the number of Hanguls for measuring
the scale of Korean WiTA while the number of characters for
English WiTA. Since a Korean Hangul consists of two or three
letters, the Korean scale is approximately 2.5 times larger than
that of English.

IV. METHODOLOGY

A. Problem Formulation

We formulate the WiTA decoding for unconstrained text
recognition as follows. Given a sequence of image frames that
capture user’s WiTA I = (I1, . . ., In) where Ii (1 ≤ i ≤ n) is
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Fig. 7. Examples of WiTA patterns. Users’ natural writing patterns are complex and challenging. Korean gets written in the order of left-to-right, top-to-bottom
and first-to-middle-to-last-letters.

an image frame, a WiTA decoding algorithm aims to find the
labeling l∗ with the highest conditional probability

l∗ = argmax
l

p(l|I). (1)

For the labeling, we adopt the concept of connectionist temporal
classification (CTC) [26] where there is a mapping between a
labeling and paths denoted as πs. An operator B maps a set
of paths onto a labeling, i.e., multiple label sequence paths
reduce to the same labeling byB. For instance,B(a,−, a, a, b) =
B(−, a,−, a,−, b,−) = (a, a, b), where—indicates a blank.
Thus, the conditional probability can be evaluated as follows:

p(l|π) =
∑

π∈B−1(l)

p(π|I) (2)

where

p(π|I) =
T∏

t=1

p(πt, t|I) =
T∏

t=1

ytπt
(3)

where πt is the label observed at time t along path π and ytπt
is

the softmax-normalized output.
In practice

p(l|π) =
|l′ |∑

s

αt
sβ

t
s (4)

where l′ is a modified labeling for which blanks get added at
the beginning and the end of l as well as between every pair
of consecutive labels, αt

s and βt
s are forward and backward

variables defined for searching paths, and s indicates steps.
Finally, given pairs of input I and target label z in a training

set S, the objective loss function becomes

Lctc = −
∑

(I,z)∈S
ln p(z|I). (5)

The loss function accomplishes maximum likelihood training,
which simultaneously maximizes the log probabilities of all the
correct labeling classifications in the training set.

B. Text Encoding

We encode text into a sequence of separate letters. Moreover,
we employ a special character “∼” to distinguish consecutive
Hanguls for Korean and two identical characters that appear
adjacent to each other for English. For example, “ㄷㅐ한” and
“success” becomes (ㄷ,ㅐ, ∼,�,ㅏ,ㄴ) and (s, u, c, ∼, c, e,
s, ∼, s), respectively.

C. ST Residual Network

We propose ST residual network architectures (see Fig. 8) in-
spired by convolutional residual blocks without bottlenecks [11],
[64] as our baseline model. The proposed architectures preserve
the temporal structure of input, which is crucial for uncon-
strained text recognition; the architectures can handle input
sequences of arbitrary lengths since the CTC loss evaluates
the training loss from sequences of arbitrary lengths. Each
convolutional residual block consists of two convolution layers
followed by an rectified linear unit (ReLU) nonlinearity [65].
The output of the ith residual block becomes

xi = xi−1 + F(xi−1; θi) (6)

where xi denotes the tensor computed by the ith convolu-
tional block and F(; θi) implements the composition of two
convolutions with the parameters θi and the application of
the ReLU nonlinearity.We consider four types of convolution
blocks to design the proposed ST residual network architectures
(see Table V): 3D–2D mixed convolutions (ST-MC), reversed
MC (ST-rMC), residual 3-D convolutions (ST-R3D) and 2-D
convolutions followed by 1-D convolutions (ST-R(2+1)D).

We place a 3-D pooling layer in the middle of the ST-MC and
ST-rMC networks to better capture both spatial and temporal
contexts. In the cases of ST-R3D and ST-R(2+1)D, we omit the
3-D pooling layer since a sufficient amount of temporal contexts
are captured via a number of ST convolutions. Next, we employ
an adaptive spatial pooling layer [66] at the end of each ST
residual network. The spatial pooling layer preserves the tem-
poral structure of the input tensor which gets transformed into
a sequence of characters. While ST-MC, ST-rMC, and ST-R3D
contain a pair of convolutions in each convolution block, the
ST-R(2+1)D architecture includes two pairs of convolutions in

Authorized licensed use limited to: Korea Advanced Inst of Science & Tech - KAIST. Downloaded on March 24,2024 at 06:01:30 UTC from IEEE Xplore.  Restrictions apply. 



KIM et al.: WRITING IN THE AIR: UNCONSTRAINED TEXT RECOGNITION FROM FINGER MOVEMENT USING SPATIO-TEMPORAL CONVOLUTION 1393

Fig. 8. Overall architecture of the WiTA baseline models. We design four ST residual network architectures and each model conducts unconstrained text
recognition. ST-Pooling, B, L, H , and W stand for ST pooling, batch size, length, height, and width, respectively.

TABLE V
ST RESIDUAL NETWORK ARCHITECTURES
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each convolution block. Except for the ST-R3D architecture,
all other architectures entail 2-D convolutions. The proposed
ST residual networks offer a way to scale-up or scale-down
the model depths. For ten-layered models, n in the table is
1 while n is 2 for 18-layered models. Although models with
more than 18 layers are possible, it is highly probable that such
models would hit the hardware memory limit during the training
procedure.

V. EXPERIMENTS

A. Settings

1) Data Split: For training, validation, and testing, we split
the collected dataset into three sets with an approximate ratio of
8:1:1. We divide the data by person to ensure robustness of the
developed model toward different individuals.

2) Metrics: We evaluate performance with two metrics: av-
erage decoding FPS and character error rate (CER). On the one
hand, we include FPS as a performance metric since ensuring a
real-time operation is crucial for decoders. We measure FPS by
averaging the total number of frames decoded in a second. On
the other hand, CER represents the decoding accuracy which is
defined as

CER =
MCD(S, P )

lengthc(P )
× 100 (%) (7)

where MCD(S, P ) is the minimum character distance (the
Levenshtein measure) between the decoded phrase S and the
ground-truth phrase P , and lengthc(P ) is the number of char-
acters in P . The Levenshtein measure counts the number of
insertions, deletions, and substitutions of characters or words to
transform S into P .

B. Implementation Details

We trained the WiTA models using NVIDIA RTX2080Ti
(14.2 teraFLOPs) and Intel i9-10980 XE with the learning rate
warm-up scheme [67] and the Adam optimizer [68] after resizing
images to 112×112. We set the learning rate as 1e-3. We set
the batch size as 4 for 18-layered models, 8 for 10-layered
models, and 1 for measuring FPS. For model selection and
stopping condition of training procedures, we followed the early
stopping scheme [69]. All models converged within 175 epochs
of training.

To investigate the effect of each design choice, we trained
WiTA models using different schemes. We controlled the fol-
lowing conditions: the number of layers (10 or 18), the type
of pooling layers (max-pooling [70] or average-pooling [54]),
data augmentation (random rotation8 and photometric distor-
tions including brightness, contrast, saturation and hue), the
loading of pretrained weights (trained on the Kinetics-400
dataset) for 18-layer models and the composition of training
data.

8Random rotation accounts for shaky environments.

C. Results and Analysis

1) Search of Optimal Learning Configuration: In order to
identify the best learning configuration, we fixed the architec-
ture as ST-R3D and varied the learning conditions. Most of
the better performing configurations, including the best one,
came from the 10-layered models for English, while the best
configuration for Korean came from the 18-layered models (see
Table VI). We assume the reason Korean requires a deeper
model is due to higher complexity in writing. For English, the
performance improved with augmentation and the pretrained
weights with a few exceptions (the 18-layered models with
max-pooling). For Korean, pretrained weights and augmentation
had a different effect on the model performance; generally, the
pretrained weights boosted the performance, while augmen-
tation did not. We presume this phenomenon occurred since
some Hanguls have similarities in shape, causing ambiguity
and confusion when rotated. Moreover, it is likely that the
last letter was mistakenly considered as the first letter since
the first and the last letters of Hangul are consonants. There
were some exceptions to this pattern: augmentation along with
max-pooling and without the pretrained weights enhances the
performance. Ultimately, the best configurations for Korean and
English mismatched. This suggests that it is important to care-
fully select the design choices based on the characteristics of the
language.

2) Effect of Model Architecture: Table VII investigates the
architectural effects using the best learning configurations (the
Korean ST-R(2+1)D ran into the out-of-memory error due to
the long lengths of Korean sequences and ST-MC consistently
failed to converge in the English dataset). For Korean, we
used the pretrained weights, 18-layers, and max-pooling for all
four networks, whereas for English, 10-layers, average pooling,
and augmentation for all four networks. For both languages,
ST-R3D displayed the lowest CER, and ST-rMC outperformed
ST-MC—indicating that extracting temporal information in the
later layers leads to a better performance. However, none of
the network architectures using 2-D convolution could beat
the performance of the ST-R3D architecture (only using 3-D
convolution). This implies that capturing both temporal and spa-
tial information simultaneously throughout the entire network
is crucial for the WiTA task. In both languages, FPS ensures
real-time operations: 435.27 and 697.39 for Korean and English,
respectively.

3) Impact of Training Data Configuration: Table VIII sum-
marizes the effect of training data configuration on the perfor-
mance. It is worth noting that the total number of the lexical data
is approximately five times larger than that of the nonlexical
data. The experiment results indicate that the increase of data
prompts performance gain, which is apparent. Next, the role of
the nonlexical data was more significant for English than for
Korean (group 2 and 4). The nonlexical English data is well-
distributed (see Fig. 5), thus, contribute to a better generalization.
On the other hand, for Korean, removing the lexical data to
account for the addition of the nonlexical data led the mod-
els to get trained on less-likely-to-appear data—degrading the
performance.
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TABLE VI
RESULTS OF THE ABLATION STUDY FOR SEARCHING THE OPTIMAL LEARNING CONDITION ON THE VALIDATION DATASET

TABLE VII
ARCHITECTURAL IMPACT ON THE PERFORMANCE

TABLE VIII
EFFECT OF TRAINING DATA CONFIGURATION ON THE PERFORMANCE

VI. DISCUSSION

A. Why WiTA?

We address some of the limitations of the existing communi-
cation methods between human and technology and explain why

WiTA is a fair alternative in a few human–computer-interaction
(HCI) settings.

1) Touchscreen keyboard demands user’s constant monitor-
ing to make sure there is no typo in their writing due to
lack of tactile feedback. It also occupies a big portion
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of the screen, intervening interaction between user and
device [1].

2) Gesture-based recognition requires users to memorize
which commands are available and how to trigger them
only to result in restricted communication due to a limited
set of gestures [71].

3) Speech recognition does not guarantee privacy [72].
WiTA overcoming these restrictions would offer natural user

experience in various HCI settings:
1) turning contact-based services (e.g., ATM) into contact-

free services which is particularly essential in the
COVID19 era;

2) providing private text-entry methods in password entering
scenarios;

3) offering device-free text entry method for virtual reality
applications [7];

4) enabling remote signature [2];
5) serving a fun way to teach young students how to write

[2].
1) Future Directions: First of all, we can investigate more

efficient and effective model architectures in future studies. The
need for a study on model architectures that achieve higher ac-
curacy through less computational complexity remains. We can
hardly train the current baseline models with a larger batch size
because of the high computational complexity. If future research
results in a lighter and faster model architecture, we expect that
the training efficiency will improve as well. In addition, the fast
and accurate model architectures will maximize the usability of
WiTA systems. This will foster the active utilization of WiTA in
various fields.

Next, we can diversify the data collection settings in the
following study. In the following studies, we can make WiTA
performance more robust by collecting data using various de-
vices from more diverse and dynamic environments. With the
introduction of new devices, the data collection conditions, in-
cluding FPS, image resolution, color space, and the background,
will vary. Moreover, we would collect fingertip annotation for
all data instances. Fingertip annotations can bring great value
and facilitate further research using multimodalities. As these
factors diversify, the WiTA system developed using these more
diverse data will become more reliable.

Furthermore, we can improve accuracy by integrating the
WiTA system with NLP language models (LMs). We would not
be able to reduce ambiguity between some characters, no matter
how much data is available. Thus, there may exist limitations in
driving performance improvement with data alone. We expect
that using the character LM in WiTA systems can reduce the
model’s apparent inaccurate prediction by employing semantic
context. We can utilize LM in WiTA systems in an end-to-end
manner or a modular manner.

Moreover, exploring attention-based models [73] would offer
a way to enhance the performance dramatically. The attention
mechanism has displayed its effectiveness over a variety of
fields. At the same time, it is a challenging research topic since
such models demand intensive memory usage for handling a se-
quence of images; the input dimension becomes 3× 112× 112
for a sequence of images compared to that of 512 or 1024 for

NLP. Thus, improving the accuracy with the attention mecha-
nism might require thorough technical investigation.

Last but not least, we can extend the current WiTA proposed in
this work to various languages. Currently, the dataset contains
only Korean and English; however, the WiTA dataset can be
expanded for other languages using the data collection tool
disclosed in this study. In the process of supporting various
languages, it is necessary to consider the unique features of the
language, such as designing a specific encoding method for each
language. In addition, when multiple language data is collected,
a single integrated WiTA system can support multiple languages
at once. Then, the WiTA system can handle various types of user
inputs and become versatile.

VII. CONCLUSION

In this work, we collected a benchmark dataset for WiTA sys-
tems. To the best of authors’ knowledge, our benchmark dataset
is the most comprehensive and the only dataset enabling real-
world implementation. The dataset consists of five subdatasets
in two languages including both lexical and nonlexical text to
ensure universality. We captured the finger movement with RGB
cameras in a third-person view from 122 participants—resulting
in 209 926 videos. This data collection setting guarantees ac-
cessibility, cost-efficiency, and generality. Next, we proposed
baseline models for the WiTA task. In developing the baseline
models, we designed four ST residual networks inspired by 3-D
ResNet. The proposed ST residual networks effectively handle
both spatial and temporal contexts within the input sequence.
The proposed models exhibited 33.16% and 29.24% of CER in
Korean and English datasets, respectively, with the processing
speed of 435 and 697 FPS securing a real-time operation. We
expect that our dataset and proposed baseline models would
activate the research on WiTA; we make our dataset and the
source codes public.
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